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Abstract. Predicting salaries is crucial in business. While prediction
models can be trained on large and real salary datasets, they typically
lack information regarding professional experience, an essential factor for
salary. We investigate various regression techniques for the estimation of
professional experience based on data from the Socio-Economic Panel
(SOEP) to augment data sets. We further show how to integrate such
models into applications and evaluate the usefulness for salary prediction
on a large real payroll dataset.
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1 Introduction

Salary predictions are important for employers and (prospective) employees
alike. When it comes to salary negotiations, both sides need to know the market
value of an employee. Many tools on the Internet offer free salary predictions.
However, many of them build on data obtained by questioning their users. Such
data is notoriously poor in quality, as self-reports are often biased or wrong by
purpose. Other approaches are built on objective data from official notifications
to state authorities or on data from payroll software. Examples of such tools
include the “Gehaltsvergleich BETA” [5] of the German Federal Office of Statis-
tics which makes salary predictions with a linear-regression approach [6] or the
application “Personal-Benchmark online” [3] (see Figure 1) from the German
company DATEV eG making predictions based on a neural network [4]'.
While salary predictions based on large amounts of real salary data certainly
result in better predictions than other approaches based on less data of question-
able quality, such datasets rarely come with all the information needed. While
the profession and regional information is typically available as well as the age
and education of an employee, the professional experience is frequently missing
as in the two applications mentioned (but can be obtained by questioning users
directly). However, professional experience is widely considered being a crucial
factor for productivity, which — besides further factors — determines salaries [10].

! [4] builds on random forests, the current application is based on a neural network.
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Fig. 1. Screenshot of “Personal-Benchmark online” from DATEV G [3].

Further, the customers of DATEV eG request possibilities to enter this informa-
tion. To improve predictions, it is desirable to augment and additionally consider
the professional experience in datasets where it is missing.

Augmentation of information regarding professional experience to a dataset
is not trivial, as this information is typically not available in large salary datasets,
and crafting basic deterministic rules like “age minus default education time for
reported degree minus 6” [10] would be too simple. Further, we are not aware of
any research investigating the relationship between professional experience and
other factors available in payroll data.

We present our approach for estimating professional experience based on
external panel data. We use the dataset of the German Socio-Economic Panel
(SOEP) [7] where a representative sample of employees has been questioned
systematically. This dataset includes, among others, the age, the education and
the professional biography. It is one of Europe’s most important research datasets
in the social and economic sciences. Our work contributes as follows:

1. We train and evaluate several machine-learning models for the estimation of
professional experience on the SOEP panel dataset using variables available
in payroll data and publish them to the public [8].

2. We present how a regression model for the augmentation of the professional
experience can be integrated into an application for salary prediction.

3. We show in a large-scale evaluation with real payslip data from more than
4.3 million employees that salary prediction benefits from augmentation.
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2 The Socio-Economic Panel and the Relevant Variables

The German Socio-Economic Panel (SOEP) [7] is an annual survey that has in-
terviewed persons since 1984 systematically. It contains a representative sample
of persons living in Germany and serves as a valuable resource for studying vari-
ous socio-economic phenomena, particularly regarding social and labour-market
policy, as well as income and career trajectories. We use the dataset published
in 2022 [9] encompassing information from 13,616 individuals being employed at
the time of interview (after omitting some data records in our preprocessing, e.g.,
where no education is captured or employees are older than the usual retirement
age). Within this dataset, two specific subsets are of particular relevance:

— bkpbrutto — Individual-specific data: This subset contributes the essential
variable age to our study, which we derive from bkgeburt (year of birth).

— pgen — Occupation-specific data: From this subset we derive the variable pro-
fessional_experience in years, which serves as our target variable. We derive
it from pgexpft (working experience in full-time employment) and pgexppt
(working experience in part-time employment) with equal weight. Further,
we determine highest_education based on pgpbbilO1l (vocational degree re-
ceived), pgpbbil02 (college degree), pgpbbil03 (no vocational degree) and
pgiscedll (international standard classification of education). We adjust
the values of highest_education to match the ones used in payroll software
and official statistics in Germany as listed in Table 1.

Value ‘ Description Value ‘ Description
1|no professional qualification 4|bachelor degree
2|vocational education 5/master degree
3|master craftsperson/tradesperson 6|doctoral degree

Table 1. The variable highest_education as used in official statistics in Germany. The
description enumerates the typical representative but includes all equivalent degrees.

Overall, the SOEP dataset provides a robust foundation for investigating the
interrelationships of the variables mentioned. By considering the age and the
highest_education, we can estimate the variable professional_experience. Note
that we explicitly do not investigate the variable gender, even if it would be
available in the SOEP dataset and payroll data alike and would positively in-
fluence the quality of estimations of professional_experience as our preliminary
experiments have shown. The reason is that this would contribute to the gender
pay gap in the salary predictions we make in the next step.

3 Estimation of Professional Experience

In this section, we describe and evaluate different approaches to estimate the
professional_experience using the variables age and highest_education. We encode
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the highest_education using one-hot encoding and apply and evaluate several re-
gression algorithms [1] using standard parameters: Linear regression, polynomial
regression (degree 2—4), regression trees, random forests and neuronal networks
with two hidden layers. Figure 2 displays two regression functions.
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Fig. 2. A linear and a polynomial (degree 3) regression function (see Table 1 ).

We now present our experimental results with the different regression models
in a 10-fold cross-validation setup measured by the standard mean absolute
error (MAE). This measure is intuitive and makes sense from an application
perspective.

Experiment|Technique MAE
R1 Linear regression 3.90 years
R2 Polynomial regression (degree 2)|3.75 years
R3 Polynomial regression (degree 3)|3.74 years
R4 Polynomial regression (degree 4)|3.75 years

R5 Regression tree 3.78 years
R6 Random forest 3.78 years
R7 Neuronal network 3.72 years

Table 2. Experimental results in estimating the professional_experience.

Table 2 contains the results. The linear regression provides good results with
an absolute error of 3.9 years. This seems to be acceptable, as biographies of em-
ployees are diverse, and estimations cannot be made without error (considering
that they are built on two variables only). The polynomial regression techniques
are more complex and lead to better results on all three metrics, with degree 3
as a winner. Surprisingly, the more advanced tree-based techniques perform a
little worse. An explanation could be that these techniques have their strengths
in settings with more variables. The neural network is the overall winner.

One advantage of linear and polynomial regression models — besides the pre-
diction quality — is their simplicity [2]. Such a model is a simple mathematical
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formula that can be easily integrated into any software application, regardless
of the programming language. As the neural network performs only marginally
better, we consider the polynomial regression with degree 3 as the best model
for applications. We publish some of our models to the public [8].

4 Applicability for Salary Predictions

As motivated in the introduction, we aim at improving salary predictions such as
[4] and [6] by augmenting salary datasets with an estimated variable describing
the professional experience. This does not mean that we expect more accurate
predictions (on a dataset where no real professional_experience is available), but
that users can obtain predictions — as requested — based on variation introduced
by the new variable professional_experience.

In this section, we prototypically integrate the published regression mod-
els [8] into the neural network for salary predictions of the application “Personal-
Benchmark online” [3] as described in [4]!. We perform augmentation of the new
variable in a dataset of 4.3 million employees from the payroll software from
DATEV eG from 2023 by applying the winning regression function of degree 3
from the previous section. To deal with missing highest_education information,
we first impute this variable by using the most frequent value from employees
having the same profession. We then train the existing neural network of the
application with the additional variable.

We are particularly interested in the question if the professional_experience
performs as well as a similar actual variable already present in the payroll data
and used in the application, namely employment_period (see Figure 1). The
employment_period is the time with the current employer in years, i.e., after
changing the employer, it is 0. It has a Pearson correlation of 0,48 with the
augmented professional_experience in our dataset. To ablate the benefits of the
two variables, we conduct four experiments: with/without both variables and
with both variables separately (see Table 3). We use a random 10% sample of
the dataset for testing which we do not use for training. Table 3 contains the
results with the mean absolute percentage error (MAPE) as evaluation metric
as in [4].

Experiment‘ employment,pem'od‘professional,experience ‘ MAPE

S1 — — 15.17%
S2 - v 15.15%
S3 v — 14.94%
S4 v v 14.90%

Table 3. Experimental results in salary prediction.

While Experiment S1 has a MAPE of 15.17%, S2 with the added estimated
professional_experience performs almost equally. Adding the employment_period
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in S3, however, improves the performance considerably. The reason is proba-
bly that a real variable describing the relationship of an employee with their
employer better explains the salary than an estimated experience (which cer-
tainly is not correct in some cases). Adding employment_period additionally in
S4 leads to an almost unchanged but slightly better result. We conclude that
using both variables seems to be the best solution in terms of quality. The profes-
stonal_ezxperience however does not improve the results considerably in our test
setup, where only estimated values are available, but allows the user to make
better salary predictions based on this variable entered additionally as requested.

5 Conclusion

We have presented an approach for the estimation of the professional experience
based on regression on data from the German Socio-Economic Panel (SOEP).
We have shown how the variable can be integrated into software for salary pre-
diction that is originally unavailable, and we have successfully evaluated the
approach on a large real payroll dataset. Our plan is to integrate the solution
into the application “Personal-Benchmark online”. Our future research includes
the investigation of regression models with more variables that are available in
the SOEP and payroll data alike, such as school education, region and profession.
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